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Abstract 

 

Based on this paper we have identified the true factor variables [X] and that response [Y] for the given system the first variable 

does not give a good match for any combination. This response variable is inappropriate for judging the system as a whole. 

Taking another variable that resulted in a good logic regression, we see that the elimination of the first 2 variables does not 

significantly change the fit of the regression. Again, the regression is not very good, which indicates the presence of other factors 

included in this study, but for the case with 5 variables, the pepper has a good deal with all the variables We note that the 

technique used with linear OLS and non-linear OLS can be well adapted to the logistic case. By imposing a practical balance 

between regression fitting goodness and the quality of the reproduction of the values for response 

variables, we decided to set-up a well-designed logistic model to analyze consumer behavior for a real market (district of Vlora). 

The steps proposed herein have worked as a data–oriented modeling methodology that reduces subjective or empirical approaches 

in econometric and marketing analysis.    
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Introduction 

 

In this work, we elaborate on some ideas to simplify the analysis of consumer behavior in small markets 

supposedly under the effects of heterogeneities and undersized measurement data. Herein we used the factorial 

analysis to reduce the initial set of variables to a more compact and representative subset, and among them, 

we next selected mainly stationary variables to proceed with calculations. By imposing a practical balance 

between regression fitting goodness and the quality of the reproduction of the values for response variables, 

we decided to set up a well-designed logistic model to analyze consumer behavior for a real market (district 

of Vlora). The steps proposed herein have worked as a data–oriented modeling methodology that reduces 

subjective or empirical approaches in econometric and marketing analysis. So, by a combination of very simple 

descriptive statistics tools, the complexity of the behavior of the consumers and thereafter its modeling 

dimensions were finally both reduced and the analysis was improved. The study of concrete economic 

environments unavoidably faces challenges for scholars. Standard questionnaires that aim to gather 

information from social or economic mediums include different types of variables, non-numerical responses, 

questionable answers, missing or incomplete records, etc. Usually, the inquiries might be organized and held 
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at different moments in time. Finally, they must be included in modeling say linear multivariate functions 
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or in the logistic type relationship 
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where X, are factor variables or predictors and Y are response variable or indicators whereas u,v,ε are errors 

and A,W, Γ etc are matrices. Versions 1. (a) are the simplest relationships in the models. In case 1.1 a regression 

procedure leads to the calculation of the matrices of coefficients which explain the weight of each variable (i) 

in responses (j). In the case of 1.1. (b) the problem includes the calculation of the so-called latent variable (Z) 

adding to the coefficient’s matrices W and Γ. The belongs to the structural equation or SEM systems, discussed 

in [6], [7] and used largely in sociology [10], econometrics [11], explanatory medicine, etc. In all those cases, 

some necessary statistical assumptions should be fulfilled. It happens that in real systems many of them do not 

hold. Therefore, quantitative methods need for more analysis as seen in the reference [9] and others related to 

these aspects. In this case, some approximate methods are suggested and elaborated as in [10] or in a more 

dedicated case in time series in [12]. However, in general, it depends on the concrete properties of the data 

series. In general, preparatory analysis or data elaboration is needed. The second problem is related to the 

tangible set of the variables included in the models. Again, standard models belong to the standard systems, 

and in real ones, there is a considerable difference. But by carefully using simple analytic tools it is possible 

to avoid the complexity of the model, to control extra errors added during the calculation phase, and to improve 

overall calculation. In our recent research in the analysis of consumer behavior in the district of Vlora, we 

considered such specifics as an important step [1], [2], etc. The last issue that can affect directly the quality of 

the modeling is the representable property of the data gathered from measurement related to the sampling 

process. In practice, an appropriate size of the sample might not be accessible [3] or it is difficult to be stated. 

For numerical continuous and normally distributed random variables, the working formula is 
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where z is the normalized variable 
 x

xx
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 , Z is the critical value or level α, N is the population size and e 

are the level of tolerance adapted and p is the sample proportion. However, it is difficult to estimate if we 

consider categorical variables. In this case, we proposed to choose a sample size according to numerical 

variables and accordingly to use auxiliary statistical tools to identify the error injected in the system by such 

an approach. Next consider that in theoretical approaches one assumes stationary for the system states, 

homogeneity, formal relationship, etc. Detailed analysis on those aspects are provided in many articles-guides 

and statistical books as [3] or [4]. In this case, the problems could be overcome if we adjusted correctly the 

sample size or adopted a suitable sampling method. In the case where the above step is not suitable or even 
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impossible, the factorial and descriptive analyses could be used as recommended in standard procedures to 

manage the sampling error, [5] and general consideration [13]. 

 

1.  Statistical Models 

 

Different statistical models use different formulas to find the study weights. The main focus of every statistical 

model is to re-distribute the weights appropriately in the meta-analysis. The main objective of the re-

distribution of weights is to find the most precise estimate. 

If the studies are not heterogeneous the fixed effect model is fine. Unfortunately, in real life most of the studies 

are heterogeneous, and hence fixed effect model is not appropriate. As part of the process test of heterogeneity 

is essential. This is done by using Cochrane’s Q statistics which follows a Chi-squared distribution. If the test 

outcome is significant the fixed effect model is inappropriate and requires an appropriate statistical model. 

Every model assumes that there is a common effect across all studies, and pulls data from all studies to estimate 

the unknown common effect size, usually denoted by Ɵ using an appropriate statistical model. 

 

1.1 Relaxation of the distribution after sales: We start by the inspecting statistical behavior of the system by 

analyzing the distribution for characteristic variables, and we observe that among many candidates the q-

Gaussian mentioned before in our work and introduced by [13],[14], etc 

     qqxp  1

1
2
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fits the data better than other tested. In addition and to count for mixed multiplicative properties as usually 

expected for complex dynamics, we use q-lognormal as detailed theoretically in the reference [14]  
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Q-distribution has been successfully used in and suggested in the studies for complex systems as generalized 

in the reference [14] and applied in [15] etc. Remember that q-additive and q-multiplicative processes 

responsible for q-Gaussian and q-lognormal respectively, are defined by q-algebra as follows  
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that clearly shows the q parameter is the measure of the distance from pure processes. If in (5) we denote a,b,c.. 

the probability for separate events, the probability of their occurrence becomes  

quite complicated as happens in reality. If a process has two types of interactions say the additive and 

multiplicative properties, the distribution characterizing the state is more likely to be a q-Gaussian [16]. A q-

lognormal will be considered if the logarithm of variable is considered but the original equation in 5 does not 
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show directly the expected q-multiplicative behavior. Moreover, the q-lognormal is a stable attractor only for 

q=1, therefore functions of type (3) are very sensitive toward the q-parameter. For a correct use of such 

analysis, we implement a careful bin optimization as described in [17]. After this short briefing with q-

distribution applied, we expect to identify the characteristic observables for the responses of consumers in the 

system.   

Here we selected for preliminary analysis the number of consumers visits in the market and the average 

purchasing expenses. The number of visits is very important for the statistics because it reports the overall 

reaction of the consumers without being limited form the budget constraints. The distribution of the expenses 

is by nature the most important econometric parameter. The average and the variance for parameters are 

measurable if the distribution is stationary so we can perform statistical analysis in stationary states or in those 

states where variance is finite. According to [13] this would happen when the q-Gaussian parameter is q>5/3. 

In [14] the full alternative approach called q-Central Limit Theorem stated rigorist of  next, we would like to 

know the attracting property of marketing activity which can be measured by the number of visits; therefore 

both cases have been analyzed from the stability point of view.    
 

 
Figure 15: Distribution of visits average expenses. 

 

The small picture shows a log-log representation for a better picture of the fit. After realizing the fit to some 

expected common distributions, we observe that the parametric q-distribution had the best statistics of the 

fitting. The fitted curves are mostly q-lognormal within alpha=0.05 restriction, whereas q-Gaussian has lower 

statistics, but is much less sensitive to the binning assize. Accepting functions of type (2) as best-fitted 

distributions, one can admit that the processes underlying the expenditures dynamics are q-multiplicative and, 

hence very complicated. From the fitted q-lognormal we obtained the parameter q=1.0001 which reports a 

nearly stationary lognormal if multiplicative processes are determinant. In particular, it does not allow 

measuring the level of non-stationary as the difference q-1=0.0001 is too small. But in the first equation of (3) 

we see that q-addition involves additive and multiplicative properties, so for mixed processes it seems to be 
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more significant. For this reason, we prefer q-Gaussian for the analysis of such behavior. Parameters q and 

adjusted R-squared are [1.6531 0.9661] for q-Gaussian and [1.0001 0.9742] for the q-lognormal fitted. 

Therefore q-Gaussian tells that q~5/3 is in the boundary of definition for variances   

 


q
q

35

1


  (7) 

Next, we considered the data for market visits and average expenditures after sales were applied. We obtain 

that the expenditure distribution was found in a more stable state. The statistics for q-distributions fitted to the 

frequencies of consumer visits at the market again support the q-lognormal as best fitted function, but again 

by changing bin size we observe that q parameter in q-Gaussian changed only slowly whereas for q-lognormal 

it jumps from the value 1 with high margin. Therefore, we consider q-Gaussians for further analysis. Q-

Parameters estimated and R2 for this case are found [1.6525 0.9778] for q-Gaussian and [1.0000    0.9974] for 

q-lognormal. We see that the stationary parameter q is nearly the same for the two series (before and after 

sales) but as we explained above the observation time for the second is much lower. So we accept that the state 

after discounts is more stable. 

 

2.  Reduced buyer profile with OLS linear regression. 

 

We first considered the situation with individuals with one dimension in the sense of variables, i.e. 

characterized by only one variable. In the estimation with OLS, we took into account the effects of the edges 

of the distributions as discussed in the procedure proposed by us [18]. As a rule, this optimization highlights 

the linear nature of the connection but does not produce well the behavior of the edges which, being symbolic 

can be found by maximum likelihood. We note that the technique used with linear OLS and non-linear OLS 

can be well adapted to the logistic case and compete if we include the weights (W-OLS) in the game. This 

alternative is especially appropriate in the case of the first consideration of the answer as a numerical variable. 

Here this calculation is preliminary since the logistic regression as the most complicated one may not show 

any exact relationship especially due to errors in the conditions of the small sample. 
 

 
Figure 2: Probabilities and logistic regression for the family category. 
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The four candidate variables for examining the behavioral system are approximated in the logistic regression 

as shown in the figure. Referring to the statistical table we see that in all cases the p-value representing the 

confidence level gives us a result. Statistically, the acceptance that the parameter is constant is overturned since 

the match must be protected from regression up to the 0.1 level as we discussed above by not using the standard 

0.05 level. 

 

 
Figure 3: Probability according to logistic regression for the four variables. 

 

We asked for variables to be appropriate for modeling in logistics, MIMIC, and another form if they were 

found in a stationary state.  We managed the measurement realized in the sample where an individual appears 

as a list of records of different types and different meanings. To include all of them in a deterministic model 

we must unify their measurement method. Hence categorical variables were transformed using the z-score 

method in continuous variables. 
 x

xx
x




 . In another step we produced new variable binary by using levels 

of expenses.  
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This last is suitable for logistic and probate modeling 

 

2.1. Factor analysis used in fixing model variabiles: We applied factorial and confirmatory analysis in building 

logistic and probate models. To define the correct number of variables we performed PCA analyses and 

identified the number of variables that should be invoked in the modeling logistic or probate. By estimating 

the variance explained we were able to identify the size of the most important set of variables. It showed that 

5 variables could explain more than 95% of the variance. It follows that: 

 The system of initially 12 variables resulted reductible. 
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 Usually 4 groups of expenses are enough to describe the Costumer Behavior 
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In table 1 we show parameter of linear equation LV~ Parameters*Factors 

 

 
 

Table 1: Parameters of hidden variables 

 
 

Interestingly, the factors have different effects on average spending after sales and average visits. As seen in 

Table 1, the parameters remain unchanged (up to 3 digits) in modeling with one and two hidden variables and 

therefore we restrict the model to one single hidden or latent variable. In this case, the hidden variable could 

act as an interconnection between causes and outcomes. The reduction in the number of latent variables is 

plausible for the model because in this case, we can use the utility as the intermediate variable or stage in 

consumer decision-making. So far, we assume that the overall decision of the consumer to increase the 

expenses after discounts have been applied could be interpreted by a continuous utility function  
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where j is the individual observation and i are variables. The response will be a dichotomous as follows 
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and for our binary output, there is only one point to be considered say the moment where the continuous 

probability takes the value 0.5.  

Firstly, we consider the attractiveness of the discounts, so we examine the increasing number of market visits 

after discounts were applied. Here we use as dependent variables the positive change in the average number 

of visits after the discount; and for independent factors the gender of the buyer, the age group, and contacts by 

Parameter Matrix A Parmeter Matrix B

Factors One  H.V Observed 1 HV-Model

Free parameter 0.0046 0.526 0.0046 SpendingAfterSales -7.9368

Gender 1.0743 1.3994 1.0743 VisitsAftersales 141.482

AgeGroup -0.2782 83.5887 -0.2782

AverageVisits -1.8217 -3.5924 -1.8217

Average Spending -0.3789 -0.4879 -0.3789

RegularClient 0.0363 0.1666 0.0363

TelephoneContact 141.482 0.0798 141.482

Two HV
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calls to announce the offers. By applying probate regression, we observe that a good fit is obtained and the 

marginal errors are normally distributed as seen in the figure (4). The coefficients have been confirmed as 

different from zero within 90% confidence, whereas the free coefficient seems to not pass the test. 

 
Figure 4: Probate regression for Increasing Expenditures after discounts 

 

Therefore the utility of the attractiveness is obtained by probate regression as follows 

 
 

From the relation, we observe that the gender of buyers (F=1, M=2) is mostly decisive in the increasing number 

of visits to the market after sales, and usually, male buyers are not more frequent in the market after discounts 

have been applied. The phone contact has a slight effect on it. The age group has a comparable role to the 

gender of consumers. In Figure 4 is seen that the probability of more visits to the market is high for almost all 

the values of the utility function and only a few values are less than 0.5. In this sense, for nearly all consumers’ 

specifics, the marketing strategy (price discounts) has been found attractive for people who respond by 

increasing the number of visits to the market. This is the intermediate change in the consumer behavior. In the 

second stage, the final behavior is considered. 

 

3. Conclusions 

 

The harmonization of statistical techniques is an effective instrument in the analysis of econometric and 

psychometric systems. The study of behavior as a combination of psychosocial elements with economic and 

financial ones requires high mathematical rigor and consequently the utilization of the capacities of different 

sectors of statistical analysis is a useful finding. We have realized an integrated analysis of consumer reaction 

toward marketing tactics and strategies which could be generalized methodically for a larger area. We observe 

that “the state” of average expenses becomes more stationary after the discounts have been applied. Therefore, 

analyses of the market, measurements of quantities, and statistical study for this system should be better 

performed on the after-discounts states. Particularly we conclude that the consumer reaction to the discounts 
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ctPhoneConta*0.0002  Group Age* 0.0962

   rGenderBuye*0.1367-   0.0698Y* 
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was characterized by the increase in spending itself, not only the volumes of items purchased. We identified 

the load of each factor in the increase of expenditures and acknowledged the utility form in this case. The q-

distribution analysis technique is quite successful because it constitutes a numerical measure or control test for 

the stability of the distribution and the stationary state itself. In the case of conditional purchase realism (Basic) 

we notice that the customer's behavior is rational, he weighs the alternatives in terms of his utility. 

In this way, the buyer studied in this paper is (results) a dynamic agent. We have thus arrived at a more 

descriptive finding of the system, i.e. at a more natural form of its behavior as a result. In conclusion of this 

deductive analysis, we conclude that the results of the second stage in the attitude of the buyer in this case are 

more objective and can be generalized to other systems. 
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